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In many regions worldwide, the electrification of rural areas is expected to be partly achieved through
micro power grids. Compliance with the COP21 conference requires that such systems mainly build on
renewable energy sources. To deliver a high power and quality service may be difficult to be achieved,
especially when micro-grids are based on variable renewable sources. We here explore the multiscale
temporal variability of the local solar resource in Africa and its implication for the development of 100%
solar systems. Using high resolution satellite data of global horizontal irradiance (GHI) for a 21-year
period (1995—2015), we characterize the seasonality and temporal variability of the local resource. We
focus on its low percentile values which give a first guess on the size of the solar panels surface required
for the micro-grid to achieve a given quality service. We assess the characteristics and especially
persistence of the low resource situations, for which the local demand would not be satisfied. We finally
assess how the ability of electricity consumers for some day-to-day flexibility (e.g. via the postponement
of part of one day as demand to the next), would help to achieve the design level of service quality with a
smaller microgrid system.
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1. Introduction

In 2016, 1.1 billion people lack access to electricity in the world
[1]. Sustainable Development Goals number 7 has set a target for
2030 to extend access to “modern forms of affordable, reliable and
sustainable energy” to the entire world population. Compliance
with the COP21 objective signed in 2015 in Paris, to limit global
warming below 2 °C requires that this electrification is based on
carbon-free electricity generation [2]. In this context, variable
renewable energies (VRE) have a decisive role to play.

However, an additional constraint to the achievement of these
objectives is that globally 80% of people without access to elec-
tricity live in rural or even isolated areas where it can be difficult
and too expensive to operate or consider a connection to the main
power network.

The electrification in rural areas is expected to be partly ach-
ieved in the next decades through the deployment of off-grid
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systems and microgrids. According to the IEA [3], of the 315 million
of African people expected to have access to electricity by 2040, 80
million are expected to access it through off-grid systems and 140
through microgrids (MG). The development of MG raises a large
number of issues, which have been given even more attention in
the recent years [4]. Among those, the technical and socioeconomic
feasibility conditions are at the center of several works [5].

These works usually consider hybrid MG, where VRE production
(solar, wind and/or hydraulic) is supplemented by biomass and/or
diesel generator [6—11]. The possibility of developing MG with
renewable energy alone is however a crucial issue whether to
contribute to the deep decarbonization pathways required to limit
climate change below 2 °C [12], or to be able to do without oil, an
energy source for which it is difficult to ensure a regular supply in
remote areas and which could become increasingly expensive in
the medium term.

MG based on solar resource only are worth some specific
attention. They may be especially relevant for several regions such
as in Africa where the solar resource is abundant [6,13,14]. They also
present many other advantages: a continuous increase in the effi-
ciency [15] and a sharp decrease of the cost [16,17] of solar panels, a
rapid installation, a low maintenance cost, a possible construction
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Abbreviations

JJA June, July, August

MAM March, April,May

MG Microgrid

MGS Microgrid System

PQR Power and Quality Requirement
PX Percentile X"

SON September, October, December
SQL Service Quality Level

SSA Sub-Saharan Africa

TOA Top-Of-Atmosphere

VRE Variable Renewable Energy
DJF December, January, February
DSL Demand Satisfaction Level

next to places of consumption reducing the cost of distribution
lines, a high degree of modularity to keep up with the possible
increase in demand. 100% solar MG are likely to be the only relevant
solution in several locations, for instance in regions with a very low
and/or irregular wind and hydro resource or in sites far from water
courses.

One of the criteria necessary for the deployment of MG is to
deliver a high power and quality requirement (PQR) for users, i.e. to
meet demand at an affordable price for all consumers and always
outside a low and considered acceptable level of failure [18]. The
multiscale variability and intermittency of the solar resource, its
seasonality or periods of low levels can make this objective difficult
to be achieved in several locations worldwide.

The technical-economic implications of the high frequency (e.g.
sub-daily) variability of the resource and the day-to-day and low-
frequency variability (between different days, seasons and years)
are not the same.

In the first case, there is a question of satisfying at every moment
a request potentially very variable in time while ensuring the sta-
bility of the MG. This requires managing the intermittency of the
resource and its temporal mismatch with the demand. This is for
example the passage of a cloud, causing a sudden decrease in solar
production. Similarly, at lower frequency, the demand profile often
has a peak in the morning and another in the evening when the
solar resource is close to zero. The impact of this variability on the
sizing of MGS has already been extensively explored in the litera-
ture, particularly about the sizing of batteries necessary for the
temporary and very high frequency storage and release of excess
energy produced during the day [19—21].

The day-to-day and seasonal variability of the solar resource will
obviously impact the functioning of MG. Partly driven by weather
conditions, the solar resource regularly presents low to very low
extremes, which may moreover show some persistence and last
several days or even weeks, leading to so-called solar production
droughts [22]. In hybrid systems, the low photovoltaic (PV) pro-
duction during low solar resource periods or seasons is compen-
sated by a larger use of diesel generators [23] and there is no reason
for the PQR of the MG to be affected by such low resource periods.
The more frequent and the more intense the low resource, the more
frequent and the higher the energy produced from diesel genera-
tors. The existence of low solar resource periods or seasons would
conversely prevent 100% solar off-grid systems delivering the ex-
pected power service quality unless an over-investment in PV ca-
pacity or in large storage capacity. If the day-to-day and low
frequency variability of the solar resource was systematically

disregarded in hybrid MG projects, it can obviously not be ignored
in diesel free MGs where solar is the main, if not the only, energy
source. Early work on the study of solar resource variability for PV
systems dates to the 1980s [24—28] focusing mainly on the sea-
sonal and spatial variability of the resource. Recent works have
roughly followed similar objectives, making use of the high-
resolution and much longer database nowadays available world-
wide [29—31]. As reported recently [32], there is, however, still a
poor understanding of solar resource variability in regions such as
Europe where a strong penetration of VRE is sought in a very short
term (27% of renewables in energy consumption by 2030 [33]).
Furthermore, all studies were produced in a context where solar
production is integrated in national power system grids, ignoring
thus variability issues potentially critical for autonomous and local
scale power systems. The need to develop 100% solar systems in
several locations worldwide definitively calls for comprehensive
analyses dedicated to those multiscale variability issues.

In our work, we focus on Africa where very important expec-
tations have been declared on solar PV development for the elec-
trification of populations in rural areas [34]. In this context, we thus
characterize some variability features of the local solar resource
expected to be relevant for 100% solar MGs. We consider the vari-
ability of Global Horizontal Irradiation (GHI) that is the main driver
of PV production. As mentioned above, a key issue with a 100% solar
production is the sub-daily temporal mismatch between the
resource and the demand. In our work, we disregard this issue and
focus on the day-to-day and low-frequency variability of the
resource. We assume that this mismatch issue can be solved with
some appropriate sub-daily storage facility obtained from battery
or whatever other storage technology [6,35].

Section 2 presents the study area and the solar radiation data-
sets. Section 3 describes some variability features of the local solar
resource relevant for 100% solar MG and how they vary according to
African regions. We especially characterize the low resource daily
values, directly related to level of power service quality that can be
achieved somewhere. We give then some insights on the charac-
teristics of low solar resource periods, which correspond to periods
when the supply-demand balance is likely to be difficult to be
established. The results are discussed in Section 4 and Section 5
concludes the study.

2. Study area and data

We consider the whole African continent, from the latitude
of —34.5° in south Africa to 37.21° in Tunisia and from
longitude —17.32° in Senegal to 51.25° in Somalia. With more than
1.2 billion inhabitants, Africa is the second most populous conti-
nent after Asia and represents 16.4% of the world's population in
2016. Africa is crossed, almost in its middle, by the equator and
presents several climates: hot and humid close to the equator,
tropical in the regions between the equator and the tropics, hot and
arid around the tropics, temperate in the highlands.

We use GHI data from: Surface Solar Radiation Data Set - Heli-
osat (SARAH) - Edition 2 produced by the European Organization
for the Exploitation of Meteorological Satellites (EUMETSAT) [36].
Data are available from January 1, 1983 to December 31, 2015 and
cover the area +65° longitude and +65° latitude. Instantaneous
radiation data are available every 30 min with a spatial resolution of
0.05° x 0.05°. This database is obtained by satellite observations of
the visible channels of the MVIRI and SEVIRI instruments aboard
several Meteosat geostationary satellites that have succeeded one
another.

[41] found some horizontal stripes artifacts in the Meteosat GHI
data over the period 1983—1994. We, therefore, select the
1995—-2015 period for our analysis. In the following, we
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characterize the variability of the resource based on 21-year time
series of mean daily GHI values derived from local 30-min GHI data.

3. Results
3.1. Mean solar resource and its variability

The mean annual and seasonal values of GHI obtained for the
1995—2015 period are presented in Fig. 1. The Earth's revolution
around the sun and the weather variability are the two main drivers
of the temporal variations of GHI. As described in many publica-
tions, the mean annual GHI is on average globally higher for areas of
medium latitude compared to the ones near equator. The high
nebulosity in central and west Africa near equator can explain this
relatively lower resource level [42]. Conversely, the mean annual
GHI presents high value in desert areas: the Sahara in the north and
the Kalahari in the South West. It tends then to decrease for high
latitudes (e.g. Maghreb and south of South Africa).

In most African regions, the seasonality of GHI follows globally
that of the Top-Of-Atmosphere (TOA) radiation (see supplementary
material). The seasonality is low to very low close to the equator
and, compared to other periods of the year, GHI is much higher in
North Africa from March to August and in the southern part of
Africa from September to February. The seasonality of GHI is
conversely in phase opposition with that of TOA radiation for a wide
horizontal band to the north of the equator (latitude between
0° and +15°). In here, GHI is higher in DJF than in JJA. This results
from the cycle of nebulosity in this area, which is much more
important in the JJA season, as a result of the west African monsoon
onset in that period [43]. A similar but less pronounced phase
opposition signature is found in the south-eastern part of Africa
with a rather low GHI resource in DJF (southern hemisphere's
summer) compared to JJA (southern hemisphere's winter). This
results here also from the monsoonal circulation which takes place
over the southern part of the continent during the southern
hemisphere's summer leading to high nebulosity and precipitation
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amounts from Angola on the west coast of southern Africa all the
way to Madagascar [44].

Fig. 2 maps the coefficient of variation of daily GHI values, for
the whole period and for each season S in turn, estimated as
CVs = as/us where ug is the mean daily GHI for season S (or for the
whole period if S = 0) and where 03 = 1/(n-1) Sjes (GHI() - us)? is
the standard deviation of daily values GHI(j) for season S (or for
whole period).

At an annual scale, the variability mainly depends on latitude. It
roughly increases northward and southward with basically two
main exceptions: near the equator where the variability is relatively
high (e.g. Gabon, Congo Democratic Republic) and in the southern
part of the Sahara region where the variability is much lower than
elsewhere.

Depending on the location, the daily variability can also vary a
lot from one season to the other. This is for instance the case for the
north part of Namibia and northern Africa which presents a much
lower variability in summer compared to the other seasons. This is
also illustrated in Fig. 3 which presents for a set of 15 grid points
(for 1995—2005) the mean interannual cycle of daily GHI and for
each calendar day the values of the 10th and 90 percentiles of
daily GHI (P10 and P90 resp.). The day-to-day variability, expressed
by the inter-percentile distance, depends a lot on the grid point and
the season considered. For instance, for the extreme south-west
grid point near Namibia, it is very low in the JJA season where
the P10 and P90 curves are almost confused and it is conversely
very large in the other seasons.

The variability within each season is obviously related to the
day-to-day weather variability. The variability of GHI obtained for
the whole year additionally depends on the seasonality of TOA
radiation resulting from the Earth's revolution around the sun. The
percentage of the annual variability explained by the seasonal and
rather predictable component of the resource is presented in Fig. 4.
As already suggested from previous graphs, the annual variability is
almost fully explained by the mean seasonal cycle of the resource in
the North and in the South of Africa whereas it is almost fully

Longitude (%)

Fig. 1. Mean daily GHI in W/m? (annual mean (left) and seasonal means for 4 seasons (on the right) (MAM: March, April, May; JJA: June, July, August; SON: September, October,

December; DJF: December, January, February) for the period 1995—-2015.
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Fig. 2. Temporal variation coefficient of the daily GHI in percentage (total (on

explained by the day-to-day variability of weather around the
equator.

3.2. Low resource percentiles

In a 100% solar MG configuration, days with low solar radiation
are expected to be rather critical. They will likely lead to configu-
rations where not enough electricity can be produced to satisfy all
the potential loads, unless overinvestments in PV panels or in en-
ergy storage or unless demand side management shifts some en-
ergy uses to a period without solar resource problems. The quality
level of the power service will be then partly determined by the
occurrence probability of the low resource days.

The use of some day-to-day storage facility could allow to supply
the required energy for low resource days, using the energy in
excess from previous days. Here, we assume that the available
storage only allows to cope with the sub-daily production/demand
mismatch and that it is too small to allow the storage of excess
energy produced during high resource days for a further use to low
resource ones (see discussion Section).

In this configuration, the service quality level (SQL) obtained
with a given MG will mainly depend on the amount of energy
produced for the low resource days. For a given location, the
amount of available energy increases with the size of the PV fleet.
The more the surface of PV panels, the larger the production, the
easier it will be to satisfy the demand each day, especially for days
where the GHI is low or very low. In a 100% solar MG, a way to
increase the SQL is thus to oversize the PV fleet [45,46].

SARAH GHI data allow to extract for each location the statistical
distribution of daily GHI values. The low percentiles of daily GHI
values give, in this context, a rough estimate of the equipment level
that would be required to obtain a given SQL. Let for instance as-
sume that the MG is designed so that the mean daily demand D
kWh is satisfied more than 95% of the days. Let then consider Qs,
the daily production that can be obtained for 1 m? of PV panel from
the 5th percentile of daily GHI amounts. The daily production for
1 m? of PV will be then equal or greater than this Qs value for 95% of

Longitude (*)

the left) and for the 4 seasons (on the right)) for the period 1995—2015.

the days. Consequently, the daily production from a PV panel fleet
of D/Qs m? will be equal or greater than the requested demand D for
95% of the days. D/Qs m? of PV panels is thus enough to insure a
Demand Satisfaction Level (DSL) of 95% (as long as we do not
consider demand side management). A significant part of the en-
ergy production will be wasted but in counterpart, the demand will
be satisfied 95% of the days.

As a result of the sub-daily variability of the demand, the
resource, and the storage/release operations of the sub-daily stor-
age facilities, the link between a given GHI percentile and the
percentage of days where the demand is satisfied is not fully direct.
Assuming that the daily demand is roughly constant in time and
there is no multiple day storage facility, this link is, however, sig-
nificant and the X percentile of the daily GHI statistical distribu-
tion is a rough but rather robust indicator of the resource value to
be considered for the design of a 100% solar MG with the objective
to have (100-X)% of days where the electricity demand is satisfied
(see supplementary material, Fig. A1—A3): the higher the percen-
tile value, the smaller the area of solar panels required to satisfy a
given power demand amount.

Fig. 5 presents the percentile 1 (P1) and the percentile 5 (P5) of
daily GHI values obtained from the period 1995—2015. In both
cases, the spatial pattern of the percentile is very similar to the one
obtained for the CV of daily GHI values (Fig. 3). In the northern part
of Africa, except in the extreme north, P5 is relatively high espe-
cially in the southern part of Sahara. High values are also observed
in the southwest region. Near the equator and in the southeast area,
low value of P5 are observed especially because of the high
cloudiness in these areas.

This is informative to compare for each location those percentile
values to the mean GHI value. If the ratio is close to 1, this means
that even during low resource periods, the solar resource is not too
small and remains close to the average value Qmoy. On the con-
trary, if the ratio is much higher during these periods, the resource
is very low.

In a number of places, P5 is very close to the mean GHI value.
This means that the oversizing required to achieve a 95% DSL is
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Fig. 3. Variability of daily GHI values [W/m?] for 15 SARAH grid points in different African climates. Mean value (black), 10th (blue) and 90th (red) percentiles of daily GHI for each
calendar day (1995—2015 period). See location of grid points in Fig. A1 of Supplementary Material. Scale for the y-axis: from 50 to 350 W/m?. (For interpretation of the references to

colour in this figure legend, the reader is referred to the Web version of this article.)

rather limited. This is the case in a large part of the Sahara region
and of Namibia. Expected in the very northern parts of the Maghreb
and some limited regions of South Africa, the P5 is never smaller
than 2 to 2.5 times the mean resource. Oversizing solar farms by a
factor 2.5 would allow to satisfy the demand with a 95% DSL
roughly everywhere in Africa. To get a higher DSL, the oversizing
requirement can be much higher. The P1 can be 4 to 5 times lower
than the mean GHI, especially in central Africa and in the extreme
south-east. Moving from a 95% DSL to a 99% DSL would imply an
additional oversizing factor of 1.5—2 (Fig. 6, right).

These ratios provide us with orders of magnitude of the solar
panel oversizing induced by the low percentile values to achieve a
given SQL.

3.3. Required surface of PV panels for each kWh of demand

The percentiles estimated previously allow estimating the peak
power of solar PV panels, further referred to as Pp,g , required to
satisfy a given daily demand Dy with a given SQL. Pp.q, gives the
amount of production that would be obtained with the considered

PV installation for an idealistic solar radiation power of 1000 W. In
the recent years, the efficiency of different technology for solar cell
ranges from around 10%—30% leading to peak power ranges be-
tween 100 and 300 W per m2 of solar panel depending on the PV
technology [15]. The peak power required to achieve a given elec-
tricity demand thus directly informs about the number of PV panels
required in the PV farm, and about the cost of the PV farm
depending on the cost of that technology.

For a given PV installation, the instantaneous PV production at a
given time depends on GHI and temperature for that time. It is
expressed as [8].

GHI
Prodpy = Ppegy* (W) *Mvper (T) (1)

where Prodpy is the electricity production of solar panels (in Watt),
Ppeqr the electricity production considering a GHI equal to 1000 W/
m?, GHI is the global horizontal irradiance in W/m? and 5y;ppr(T) is
the efficiency of the PV module depending on the ground tem-
perature. As first approximation and for the sake of simplicity, we
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Fig. 4. Percentage of the day-to-day variability explained by the seasonal component
of the GHI. The percentage is expressed as « = a1/oo Where oy is the standard deviation
of daily GHI values calculated from all daily data in the 1995—2015 period (¢3 = 1/(n-1)
3 - 1.a(GHI(j) - w)? where GHI(j) is the daily GHI value for day j, p is the mean daily GHI
for the period and n is the number of days in the period) and where ¢, is the standard
deviation of daily GHI values calculated from the 365 daily values of an average year
(6% =1/(365-1) =4 _ 1365(GHI(d)-1)? where (GHI(d) is the inter-annual mean GHI (mean
over 21 years) for the calendar day d = 1.365).

set this efficiency to one, considering that the temperature is all the
time equal to the standard temperature.
The result for the electricity production for a specific day j is:

GHI;
_ J
Prodpy; = Ppeqi* (m) (2)

To have a mean daily production that equals in average to the
mean daily demand Dy in kWh, the required Pp,, has the following
expression:

1000* Dy

Preak = 24*mean(GHI) 3

Similarly, to have a mean daily production that equals in average

Latitude (*)

Longitude (°)

to a given percentile value, the required Ppeg is:

e With a 95% DSL target:

_1000% D,
Ppeqk p5 = 24%P5(GHI) (4)

o With a 99% DSL target:

1000* Dy
Ppeqic p1 = 24*P1(GHI) (5)

In the following (Fig. 7), the peak power necessary to satisfy
1 kWh of demand is mapped for both DSL 95% and 99%.

Ppeqi is proportional to the inverse of the percentile values used
(Fig. 5). In areas where low percentile values are important, Pp,g, is
low, like in the Sahelian band. On the contrary, near the equator, in
south-east and extreme north of Africa, Pp,y is really high
compared to other areas. Pp,q, required to achieve the 99% DSL is
logically 1.5 to 2.5 times higher than the one for the 95% DSL (except
in the Sahelian band where the P1 and P5 are similar).

4. Discussion
4.1. Low solar resource sequences

Beyond the level of the resource during the low resource pe-
riods, sizing a MG to achieve a given SQL should also consider the
temporal organization of the low resource days and sequences
during the year. The seasonality of the low solar resource days is
presented in Fig. 8. Results obtained for the P1 percentile (not
shown) are very similar to those obtained for the P5 percentile.

As expected, the percentage of days below the P5 values varies
significantly from one season to the other. To the north of the 15°
latitude North and especially in the east, most of the low resource
days occur during the northern hemisphere's winter (DJF). As a
result of the West African monsoon, this is not the case between
0° and ~+15° of north latitude, where most of the low resource
days occur in the northern hemisphere's summer (JJA). A similar
result is obtained for the band between 0° and 15° South. Most low
resource days are during the southern summer (DJF) whereas the
southern winter (JJA) presents the smallest number of such days. In

Latitude (°)

-0 0 0 20 32 4 50
Longitude (°)

Fig. 5. Percentile 5 (left) and Percentile 1 (right) of the daily GHI for the period 1995—2015 in W/m?.
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Fig. 7. Peak power of solar PV panels (in kWp) needed to satisfy 1 kWh of daily demand when calculated with the percentile 5 (left) and 1 (right) of the daily GHI for the period

1995-2015.

several African regions, the QSL in a 100% solar MG can thus
significantly vary from one season to the other.

Another important feature to characterize the SQL for a 100%
solar off-grid system is the temporal persistence of low resource
situations. For a same number of low resource days, configurations
where those days follow each other would likely have more
negative impact than configurations where such days are never
consecutive but conversely occur from time to time. The mean
duration of time sequences of days with a GHI lower than the P5 is
presented in Fig. 9. The maximum duration of such sequences is
presented in the supplementary material (Fig. A5).

The average number of consecutive days inferior to P5 is close to
1 almost everywhere in Africa except in areas of higher latitude
where we can have 1.5 up to more than 3 days in the north east part
of Africa. These rather long low resource sequences are actually a
direct consequence of the fact that, in this area, the variability of the
daily GHI is mostly driven by the Earth's revolution, especially in
the northern hemisphere's winter where most low GHI days occur
(see the very low variability of the daily GHI for DJF in Fig. 3).
Following that of the TOA irradiation, the persistence of GHI is thus

very high, leading to long sequences of low GHI resources. Except in
this area, the low resource sequences are on average restricted to
one day.

The production during such periods is, however, not necessarily
zero. It is “just” below the P5 level. Assessing the real impact of such
events would require to estimate the amount of not-satisfied en-
ergy during this period. In all cases, the socio-economic impacts
and the viability of the system to such extreme events should be
analyzed carefully, checking for instance if the production would be
at least enough to supply the electricity requirements for vital uses
such as those needed for hospitals or some food related processes
highly sensitive to lost-of-load events (continuous throughout a
week or multiple weeks or months food transformation/conser-
vation processes).

All in all, the seasonality of the low-resource occurrence and
their persistence characteristics should be also additional vari-
ability features to account for in the design of 100% solar MGs. The
requirement for a rather constant year-round SQL and for short
duration low resource sequences would likely imply to further
oversize the production system or could even make such systems
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Fig. 9. Average duration period (in days) of consecutive days inferior to the percentile 5 of the total daily GHI (left) and for the 4 seasons (right) for the period 1995—2015.

not relevant.
4.2. Demand flexibility and effects on MG design

The percentage of days for which the electricity demand is not
fully met has been taken in the article as a proxy for the service
quality. Implicitly, we have also considered the daily demand as an
exogenous and determined quantity. However, in a number of

cases, some consumers could have the possibility to adapt to the
day-to-day availability of the resource, postponing for instance part
of their electricity demand from one day to another. This could be
achieved with dedicated power resource forecasts that would
inform and allow volunteer consumers to anticipate some post-
ponement requirement. This could be also achieved with specific
pricing systems for consumers ready to adapt their electricity de-
mand. The possibility for such flexibility could impact significantly
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downward the sizing of the MGs, and thus the electricity price. As
an illustration, we can consider that, for a given number of days in
the year, and for consumers who subscribe a “flexibility” service
contract, part of electricity uses planned during these days can be
carried over to the next day if the solar resource is available.

The implementation of such demand-side solutions would be
effective if for each 2 consecutive days sequence, the mean energy
production is larger than the mean energy demand over that 2-day
sequence. For a rough assessment of the size of the MG required for
a given quality level, we could thus consider the low percentile
values of the mean GHI value over 2 consecutive days. The P1 and
P5 percentiles of this 2-day mean GHI variable is presented in
Fig. 10. Compared to ones calculated with the daily GHI, these 2-day
low percentiles are 1.5—2 higher, especially in areas where the 1-
day P1 and P5 percentiles have low value (near the equator, in
central Africa). This “flexibility” service contract can, therefore,
have important cost reduction effects on the electricity produce
with the MG and may be considered by the operator when sizing
the project.

In other words, a one- or few-days flexibility of part of the de-
mand could lead to much smaller MG requirement for a same SQL.

5. Conclusions

In this article, we performed a rough assessment of the level of
PV equipment needed for a 100% solar MG to achieve a given SQL.
The SQL is evaluated from the percentage of days for which the
demand for electricity is satisfied. We used for this evaluation high-
resolution radiation satellite data for a 21-year period, which are
supposed to give a good picture of the local resource variability.

For a given location, the targeted SQL can be achieved by over-
sizing the surface of the PV panel fleet. We here provided an esti-
mate of this oversizing requirement from the low percentile values
of the daily GHI. In our context, sizing on the 5% percentile (resp.
1%) of the daily resource roughly allows to achieve that the demand
is satisfied for 95% (resp. 99%) of the days. The surface of PV panels
required when the MGS is sized with this 5% percentile is 2—3 times
compared to the surface estimated from the mean annual GHI
resource. The oversizing required to achieve a 95% DSL is thus
“rather” limited. Conversely, targeting the 99% DSL would addi-
tionally require increasing the surface by a factor of 2.

Latitude (°)

Longitude (°)

Latitude (°)

In a first approximation, the SQL that can be achieved for a given
MG depends on the value of the chosen daily GHI percentile (the
sizing percentile). The SQL is also obviously expected to depend on
the regularity in time and on the persistence or not of the days
below the sizing percentile.

On the one hand, in a number of regions, days where the
resource is lower than the sizing percentile are clustered in a given
season. This would thus make the SQL variable in time. This may be
not acceptable for a number of configurations, calling for a more
restrictive SQL criterion and likely next, an increased size of the MG.

On the other hand, in most regions, the low resource days
mostly occur individually, a rather convenient configuration, as
soon as a part of the not-satisfied demand can be postponed to
some days later when some extra solar resource is available. In a
few areas, mainly located in the Sahara where the resource is not a
lot influenced by the weather, the low resource days can be clus-
tered within some temporal multiple days sequences. Such areas
would obviously require a deep analysis of the potential socio-
economic effects of such long solar drought events and a
throughout assessment of the resulting system viability.

Our work was based on a number of assumptions, data and
modelling choices, which potentially led to some uncertainty in the
results. Our results were obtained with the high resolution SARAH
radiation data. Satellite derived radiation data are frequently used
to characterize the solar resource potential on large area since
ground measurement have limited spatial coverage (e.g.
Refs. [29—31,39]). SARAH data have been found to present good
estimates of GHI when compared against high-quality ground
measurements from stations of the Baseline Surface Radiation
Network (BSRN) [37]: the bias and the mean absolute bias present
for instance remarkably low values (112 and 12.1 W/m? respec-
tively [38]). BSRN stations are however mainly located in Europe
and Northern America and unfortunately, the number of stations in
the African continent is very limited (5 stations). The quality of
radiation data for this continent is thus roughly unknown. A recent
comparison with radiation data from six ground stations of the
Kenyan national measurement network suggests that the quality of
SARAH data is reasonable in this region (correlation of roughly 0.5
on average between observed and SARAH monthly means) [31]. To
our knowledge, no such evaluation was published for other regions
of Africa. The lack of ground measurement data for a throughout

Longitude (°)

Fig. 10. Increase in low percentile values of daily GHI when estimated over a 2 days moving average window. Left: ratio between P5 values calculated respectively from 2 days mean
GHI data and from raw daily data. Right: the same with P1 (percentiles obtained for period 1995—-2015).
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evaluation of the data across the continent is obviously a critical
limitation and our results should be considered with care; they can
especially not be used stricto sensu for the design of real projects.

The unknown quality of radiation data is obviously also a critical
limitation for all projects that aim to develop solar systems in this
continent. In this context, a major international effort for the
deployment of a solar radiation measurement network, even if not
that dense is definitively required. When one considers the very
large societal demand for solar PV MG in the region, this effort
could obviously imply governmental institutions (meteorological
services, research laboratories) but also local communities and
private companies. Numerous ground measurements are actually
carried out at the present time in Africa for the development and
management of numerous new solar power projects. Those data,
when made available for all, would definitively give a great
contribution to a better assessment of the quality of satellite radi-
ation data and in turn to a better knowledge of the solar resource in
Africa.

All in all, conversely to ground measurements, satellite data are
available at high space-time resolution and classically cover rather
long periods of time, even in ungauged regions. They produce
definitively a valuable information and our analysis is expected to
give a reasonable picture of some important features of the solar
resource variability and low percentiles in this region. It allowed
also to identify regions where the development of 100% solar MGS
could be less costly than elsewhere. Further work would be worth
to assess the sensitivity of such analyses to other satellite products.
In all cases, such satellite data should be complemented and bias-
corrected with ground measurements to be collected in places
where projects are envisioned.

In our analysis, which ignores intraday supply-demand ade-
quacy problems, we considered that the low percentile value of the
daily resource determines the size of the PV fleet to be used in the
MGS. This approach is to be related to the approach frequently used
in a configuration where the production is obtained from hydro-
power. In such a case, the available resource that has to be
considered for the MGS development is usually evaluated from a
low flow characteristic variable extracted from the so-called flow-
duration-curve. The 95% or 90% percentile of this curve is often
used as design available discharge. Of course our approach lacks an
overall consideration of the economic dimension. The cost of
oversizing the PV fleet could be prohibitive. On the other hand, one
could consider the possibility of multiday storage. We here
assumed that the available storage only allows to cope with the
sub-daily production/demand mis-match. The use of some multi-
day storage facility could allow to supply the required energy for
low resource days, using the energy in excess from previous days. It
would thus in turn reduce the need for oversizing. Disregarding the
potentially critical issues relative to storage (e.g., environmental
and technical constraints, life duration of batteries), one should
consider the socio-economic interest of adding such multiday
storage facility in the system. Considering the full cost of the stor-
age/PV panel fleet system would allow to identify the best
compromising storage/oversizing configuration; the latter may be
rather different from that estimated here. Such an analysis will be
carried out in a future work. It will require simulating the func-
tioning of the MGS considering the temporal evolution structure of
the demand. The sub-daily variations of the resource and of the
demand will be of first importance as they fully determine the
storage required to deal with the sub-daily production/demand
temporal mismatch. The seasonality of energy uses and more
particularly of energy demand for productive activities will have
also to be considered (like agricultural activities which require
specific and different electricity demand for long periods over the
year with water pumping if needed when the cultures grow and

then post-harvest processing methods). A location where the de-
mand would share a similar seasonal pattern than the production
would definitively lead to a smaller MG than a location where a
seasonality mismatch between both is found. The development of
productive activities whose electricity demand profile would be in
line with the seasonal variability of the solar resource would un-
doubtedly limit the oversizing of the mini-grid and thus reduce the
price per kWh supplied. The level of adaptability or flexibility to the
energy demand is another issue to be considered for the optimi-
zation of the MG design. This issue will be obviously also worth
some focused analysis.

Further work should also consider the interest of hybridizing
solar resource with other renewables such as wind and run-of-the
river hydro. The temporal complementarity between those
different resources has been highlighted in a number of recent
works (e.g. Refs. [45,47,48]). The complementarity of the sources for
these low solar resource days would be worth a dedicated inves-
tigation as suggested by the recent work on energy droughts in
different European regions by Raynaud et al. [22].
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